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Introduction (1)

• Figurative language refers to second meanings, which are produced 

by altering the usual referents or concepts.

• Unlike literal language, the former takes advantage of linguistic 

devices, such as metaphor, analogy, ambiguity, irony, and so on, in 

order to project more complex meanings

• Pragmatic challenge, not only for computers, but for humans as well. 



Introduction (2)

• Different linguistic strategies are used to produce the effect; e.g., 

ambiguity and alliteration regarding humor; similes regarding irony. 

– Children in the back seats of cars cause accidents, but accidents in 

the back seats of cars cause children.

– His research is about as ground-breaking as a foam jackhammer.



Challenge

• Figurative language implies information not grammatically 

expressed to be able to decode its underlying meaning: if this 

information is not unveiled, the real meaning is not accomplished 

and the figurative effect is lost. 

• For instance, a joke. The amusing effect sometimes relies on not 

given information. If such information is not filled, the result is a 

bad, or better said, a misunderstood joke. 



Objective (1)

• Our goal aims at showing how two specific domains of figurative 

language —humor and irony, may be automatically handled by 

means of considering linguistic devices, such as ambiguity and 

incongruity, and metalinguistic devices, such as polarity and 

emotional scenarios. 

• We especially focus on analyzing how underlying knowledge, which 

relies on shallow and deep linguistic layers, may represent relevant 

information to automatically identify figurative usages of language.



Objective (2)

• In particular, and contrary to the most of the researches which deal 

with figurative language, we aim at identifying figurative usages 

regarding language in social media.

• Therefore, we do not focus on analyzing prototypical jokes nor 

literary examples of irony

• Rather, we try to find patterns in texts whose intrinsic characteristics 

and targets are different to the ones described in the specialized 

literature. 

• For instance, web comments, product reviews,  or tweets.



Motivation (1) 

• Humor

• Automatic Recognition

– Patterns to characterize humor

• Wide range of phenomena underlies humor

– Cognitive, cultural, social, linguistic … 

• Focus on ambiguity



Motivation (2) 

• Irony

• Sentiment analysis and opinion mining tasks

– Hints to represent ironic contents

• Negative and positive opinions are “easily” identifiable. 

– Fine-grained knowledge might be mined

• Like humor, irony cannot be defined as the sum of 

features nor with a single schema



Humor processing

• Lexical features regarding ambiguity

• Structural (language models)

• Morpho-syntactic

• Syntactic 

• Semantic



Short texts

 Sometimes I need what only you can provide: your absence 

 USA is a nation of laws: badly written and randomly enforced.

 He has no enemies, but is intensely disliked by his friends.

 A 16-year-old girl bought herself a very tiny bikini.

 Speak kind words and you will hear wonderful echoes.

 A conservative is a man who believes that nothing should be done for the 
first time.

 Love is a fire. Whether it will warm your heart or burn down your house, 
you can never tell.

 Your primary care physician is wearing the pants you gave to Goodwill 
last month.



Long texts

 A man and his wife were spending the day at the zoo. She was wearing a loose 
fitting, pink dress, sleeveless with straps. He was wearing his usual jeans and 
T-shirt. As they walked through the ape exhibit, they passed in front of a large, 
silverback gorilla. Noticing the wife, the gorilla went crazy. He jumped on the 
bars, and holding on with one hand and 2 feet he grunted and pounded his 
chest with his free hand. He was obviously excited at the pretty lady in the 
pink dress. The husband, noticing the excitement, thought this was funny. He 
suggested that his wife tease the poor fellow some more by puckering her lips 
and wiggling her bottom. She played along and the gorilla got even more 
excited, making noises that would wake the dead. Then the husband suggested 
that she let one of her straps fall to show a little more skin. She did and the 
gorilla was about to tear the bars down. Now show your thighs and sort of fan 
your dress at him, he said. This drove the gorilla absolutely crazy, and he 
started doing flips. Then the husband grabbed his wife, ripped open the door to 
the cage, flung her in with the gorilla and slammed the cage door shut. Now. 
Tell him you have a headache.



Experiments

• Lexical features

• Perplexity

• Morphosyntactic ambiguity

• Syntactic parsing 

• Senses



Perplexity

• Structural ambiguity

• Language models

• Predictability

• Given w, probability to predict w + 1 

• SRILM toolkit



Ppl

 Perplexity on language modeling

PP = The weighted average branching factor of a language. 
The branching factor of a language is the number of 
possible next words that can follow any word (Jurafsky). 



Morphosyntactic Ambiguity

• POS tagging

• Different thresholds 

• A word can play several syntactic functions 

• Perquè els tontos no entren a la cuina? Perchè ha un pot que diu 

sal!

• sal = noun, verb

• Triggers of funny interpretations



POS tagging

 It is the process of marking up the words in a text (corpus) as 

corresponding to a particular part of speech (Wikipedia).

• Viterbi algorithm, 

• Constraint Grammar,

• Baum-Welch algorithm (forward-backward algorithm)

• Hidden Markov model and visible Markov model 



Syntactic Ambiguity

• Syntactic parser

• The process of analysing a text to determine its grammatical 
structure with respect to a given grammar (Wikipedia).

• How complex is the syntactic structure?

• Children in the back seats of cars cause accidents, but accidents 
in the back seats of cars cause children.

• Food companies are well aware of the economic implications of 
reversing the obesity epidemic.

• Sentence Complexity



Formula

• Sentence Complexity

where VL  and NL  are the number of verbal and 
nominal links respectively, divided by the number of 
clauses (Cl) (Basili and Zanzotto, 2002).

SC=
∑ VL,NL 

∑Cl



I may not be totally perfect, but parts of me are excellent

Clause

VL

NL



Senses Ambiguity

• WordNet (Fellbaum)

• Lexical database

• Lexicon organised in synsets



Senses

 Mean of Senses

– WordNet 
http://wordnet.princeton.edu/

– Categories N, ADJ, ADV

where W is all the words belonging to a category C, 
and S is the number of senses for C

∑ W ∈C 

∑ S c

http://wordnet.princeton.edu/


Experiments: Blogosphere

 Sense dispersion

 Templates

 Clusters

 Sentiment profiling

 Affective profiling



Sense Dispersion

 Hypernym distance
 WordNet relations
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Keyness

• Bag of keywords

• Keyness value: It compares the word frequencies in a text 
against their occurrences in a much larger corpus 
(reference corpus)

• Reference corpus (Google N-grams)

• Values are computed taking into account the Log 
Likelihood test.



Templates

• Mutual information

• Two or more words produce new meanings 

– por – isolated meaning

– favor – isolated meaning

– por favor (template) – new meaning

• High values



Clusters

• Cluto (Karypis) 

http://glaros.dtc.umn.edu/gkhome/views/cluto/

• SenseClusters (Kulkarni and Pedersen)

http://search.cpan.org/dist/Text-SenseClusters/

• Sets of common elements

http://glaros.dtc.umn.edu/gkhome/views/cluto/


Discriminating Items



Beyond lexical knowledge

• Humor is NOT only a linguistic phenomenon

• Language is NOT only grammar

• More knowledge to represent more features



Beyond lexical knowledge (2)

God must love stupid people...He made so many of 

them 



Deeper knowledge

 By means of analyzing language is possible to find information 

related to:

 Subjective knowledge

• Sentiments

• Opinions

• Emotions

• Attitudes

• etc.



Sentiment analysis and humor

• Humor profiles negative polarity

 Necessary to identify what are the elements which trigger the 

negative information

 Hints to study irony in humor



Irony detection

 Taking into account that humor, in many cases, profiles 

negative aspects through irony for producing its effect it 

would be possible to take advantage of this information.

 Some of the features related to humor may be useful for 

other purposes, for instance, Opinion Mining or 

Sentiment Analysis.



Theoretical problems

• How to determine irony?

• Is there any pattern?

• Where to find examples?



Practical problems

• Data

• Quantitative and qualitative

• Resources



Two simple examples



A more complicated one



A theoretical (manual) approach

• Incongruity

– God must love stupid people. He made so many of them.

• Logic

– If speed kills, then Windows users may live forever.

• Sarcasm

– I’ve got the body of a god ... unfortunately it’s Buddha.

• Unexpected situations

– I'm on a thirty day diet. So far, I have lost 15 days.



Solving practical problems

• Personal examples? Subjective, slow

• Internet: a lot of pages talking about irony, but few 

examples

• Many images

• Looking for text...



Exploiting Web 2.0

• WWW

– User-generated tags

• Amazon

– Viral effect

• Twitter

– Users hashtags









Corpora

• Amazon 

 ~3,500 ironic reviews 

• One-sentence

 ~ 10,000 ironic statements 

• Twitter

 ~20,000 ironic tweets



Irony (1)

• Literature divides two primaries classes of irony:

– verbal and situational 

• The most of theories agree on the main property of 

the first one: verbal irony conveys an opposite 

meaning; i.e., a speaker says something that seems 

to be the opposite of what s/he means. 

• By contrast, situational irony is a state of the world 

which is perceived as ironic; i.e., situations that 

should not be. 



Irony (2)

• Some authors distinguish other types of ironies:

– dramatic; 

– discursive; 

– tragic; 

– comic; 

– etc.

• We focus on verbal irony



Defining verbal irony

• Grice considers that an utterance is ironic if it intentionally 

violates some conversational maxims.

• Wilson and Sperber assume that verbal irony must be 

understood as echoic, i.e., as a distinction between use and 

mention. 

• Utsumi suggests an ironic environment, which causes a negative 

emotional attitude, as a requisite to consider an utterance as 

ironic. 

• Same underlying concept of opposition

• Their computational formalization is quite complex. 



First features

• N-grams 

• Morpho-grams

• Funny profiling (Humor-specific features)

• Positive/Negative profiling (Polarity)

• Affective profiling 



Objective

• Analyzing irony in social media

• There is a “general” idea about what irony is

• Gathering the most discriminating features to 

represent irony 

• Hints about how to automatically deal with irony



Data sets

• Positive data:

– Amazon

– User reviews considered as ironic ones by mass 

& social media (Youtube, BBC, ABC …)

– 6 products reviewed 

– 2,861 reviews



Data sets

• Negative data:

– Amazon (users reviews)

– SlashDot  (web comments labelled with the tag 

funny)

– TripAdvisor (users reviews on hotels)

– 3,000 documents per set

• Final corpus contains 11,861 documents



N-grams

• Find frequent sequences of recurrent words which 

could denote irony

• Order 2 – 7

• Jaccard distance

• TFIDF



Morpho-grams

• Word representation: more abstract

• POS tags instead of words

• Order 2 – 7

• Statistical Substring Reduction

• TFIDF



Funny profiling

• Relevance of some features related to humor

• 3 categories:

– Sexual data (sex, gay, lesbian)

– Social relationships (woman, kid, friend)

– Keyness (google n-grams as reference model)



Positve/Negative profiling

• Importance of negative information to represent 

ironic contents

• Macquarie Semantic Orientation Lexicon (MSOL)

– 20,299 items

• Negative category:

– 22,384 items



Affective profiling

• Affective (cognitive, emotional, psychological …) 

info is represented by words

• Two representations

– WordNet-Affect

• 11 classes

– Dictionary of affect in language 

• Pleasantness rank



WordNet Affect

• 11 classes

• Based on WordNet relations

• Automatically retrieved
– emo = emotion (e.g. noun "anger#1", verb "fear#1")

– moo = mood (e.g. noun "animosity#1", adjective "amiable#1")

– tra = trait (e.g. noun "aggressiveness#1", adjective "competitive#1")

– cog = cognitive state (e.g. noun "confusion#2", adjective "dazed#2")

– phy = physical state (e.g. noun "illness#1", adjective "all_in#1")

– eds = edonic signal (e.g. noun "hurt#3", noun "suffering#4")

– sit = emotion-eliciting situation (e.g. noun "awkwardness#3", adjective 
"out_of_danger#1")

– res = emotional response (e.g. noun "cold_sweat#1", verb "tremble#2")

– beh = behaviour (e.g. noun "offense#1", adjective "inhibited#1") 

– att = attitude (e.g. noun "intolerance#1", noun "defensive#1")

– sen = sensation (e.g. noun "coldness#1", verb "feel#3")



Whissell's dictionary

• ~9,000 words 

• Scores for 3 features:

– Pleasantness

– Activation

– Imagery

• Abnormal: 1.0000 2.0000 2.4

• Good: 2.7500 1.9167 1.0

• Flower: 2.7500 1.0714 3.0



Document representation

• Feature vectors

• Representativeness threshold 

• Documents normalized 



Classification

• Binary classifiers

– Amazon (+) vs. Amazon (-)

– Amazon (+) vs. Slashdot (-)

– Amazon (+) vs. TripAdvisor (-)

• Bayes, SVM, Decision tree

• 10-fold cross validation



Results

• Worst feature: N-grams 

• Morpho-grams enhance accuracy (amazon vs. 

tripAdvisor the best result)

• Pleasantness rank seems to discriminate well



Classification accuracy



Preliminary results 

• No formal patterns. 

• N-grams didn't work

• Interesting morpho-syntactic sequences

• Funny and affective features seem to be interesting

• Negative polarity appears quite often in positive 

data



First conclusions

• Considering the task: good results 

• Knowledge for many applications 

• Improve features

• Take into account context

• More experiments

• New data

• More problems



Fine-grained features

• 3D and 2D features

– Signatures

– Unexpectedness 

– Style

– Emotional Scenarios



Signatures (2D)

• This feature focuses on exploring irony in terms of 

underlying linguistic marks. 

1.Typographical marks (punctuation or emoticons)

2.Discursive marks (terms related to opposition)

• Formally, signatures are textual elements which put 

in focus certain information.



Unexpectedness (3D)

1. A mean to represent both temporal and contextual 

imbalances (or incongruity) in the ironic documents.

2. Temporal (degree of opposition in a same document 

regarding the information profiled in present and past)

• Divergences related only to verbs

1. Contextual (inconsistencies within a context)

• Similarity of concepts taking into account their 

semantic relatedness (Resnik, Leacock & Chodorow).



Style (3D)

• Distinctive manner of expression (fingerprint that 

determines intrinsic characteristics)

1. Character n-grams (c-grams). Order 3 – 5

– Frequent sequences of morphological information 

1. Skip n-grams (s-grams).  Skips = 2 and 3

– Entire words which allow arbitrary gaps

1. Polarity s-grams (ps-sgrams). Ibid.

– Sequences of abstract representations on the basis 

of the s-grams



Emotional Scenarios (1)

• A manner of representing information regarding contents 

beyond grammar, and beyond positive or negative 

polarity. 

• Characterizing irony in terms of elements which 

symbolize abstract contents such as sentiments, attitudes, 

feelings, moods, and so on, in order to define a schema 

of favorable and unfavorable contexts to express irony.



Emotional Scenarios (3D)

1. Activation: degree of response, either passive or active, 

that humans have under an emotional state (e.g., burning 

is more active than basic).

2. Imagery: how difficult is to form a mental picture of a 

given word (e.g., never is more difficult to be mentally 

depicted than alcoholic). 

3. Pleasantness: degree of pleasure produced by words 

(e.g., love is more pleasant than money). 



Some experiments

• Classification task

• Corpus

– Twitter

– Five sets: humor, irony, politics, technology, 

general

• 10.000 documents per set

• 70% training and 30% test



Results

Features: Signatures, Unexpectedness, Style, Emotional Scenarios



Final remarks

• Set of features to represent different kinds of patterns 

from a text regarding figurative language

• They intended to symbolize low and high level 

properties of figurative language on the basis of formal 

linguistic elements. 

• No single feature is distinctly humorous or ironic, but all 

of them together provide a useful linguistic inventory for 

detecting these types of figurative devices at textual 

level.

• Results are encouraging 



Further experiments on Irony

• Negation

– Negative attitude 

• Frames

• Triggers

• Etc. 



Coarse or fine-grained? 

 Irony -- sarcasm --  satire (humor tends to rely all of them)

 My mother never saw the irony in calling me a son-of-a-bitch.

 If you find it hard to laugh at yourself, I would be happy to do it 

for you.

 Let's pray that the human race never escapes from Earth to spread 

its iniquity elsewhere.
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